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Abstract—This study presents six machine learning models
in the prediction of student success in a technology-mediated
environment. Student behavioral attributes with a learning man-
agement environment have proven to be a significant determinant
in forecasting students’ performance. This study attempts to
provide the model with optimum accuracy to determine students
who need assistance to improve their educational performances
and other learning outcomes. We examined the impacts of
SMOTE data re-sampling and the effect of attribute selection in
this study. The models’ performances were enhanced with the re-
sampling method as the imbalanced dataset was identified to have
performed poorly. Attribute Selection with the top ten attributes
and 10-fold cross-validation offer best performances. The six
predictive models utilized in this study are Linear Discriminant
Analysis, Logistic Regression, Classification and Regression Tree,
K-Nearest Neighbour, Naïve Bayes Classifier, and Support Vector
Machines. Classification and Regression Tree model and Linear
Regression had the best accuracy score of 0.86 after 10-fold cross-
validation and top ten attribute selection. This study concludes
that student behavioral attributes are useful predictors of student
success.

Keywords—Blended-Learning, Data Re-sampling, Machine
Learning Models, Information Gain, Feature Selection, SMOTE

I. INTRODUCTION

The machine learning technique is one of the main methods
used in studying student performance or success, aside from
statistical analysis and data mining. Academic performance is
a daunting challenge for tertiary education institutions across
the globe. [1] and [2] described data analytics as a tool
for identifying students who are struggling educationally and
enhancing throughput in various educational institutions.

This study falls under the category of Educational Data
Mining (EDM). EDM is a subdivision of data mining that
specializes in designing, evaluating, and implementing various
automatic tools for measuring vast amounts of data from
academic environments [3]. This study investigates student
success through student behavioral attributes in the learning
management environment. In any learning environment, stu-
dent engagement is a crucial indicator for assessing a student’s
success or failure [4]. The channels of education delivery in-
clude traditional classroom, online-learning, blended-learning,

and others. The Learning Management System (LMS) is
a learning platform that allows instructors and learners to
communicate without having to meet in person [5]. The global
adoption of LMS platforms in learning is increasing by the
day as several factors have warranted this acceptance. The
reason for the adoption of LMS include the convenience of
learning at student pace, improvement of cost-efficiency for
the institutions and full coverage of a large number of students
[6]. The blended-learning, which is interchangeably called
hybrid-learning, is an infusion of both standard classroom
and technology-aided settings [7]. [8] provided objectives of
blended-learning as an effective learning process, student-
teacher physical contact, academic performance enhancement,
and learner’s freedom. However, the reported rate of fail-
ure in blended-learning in the undergraduate programs has
dramatically increased in current time [9]. Research into
the determinant factors for a boost in student success in
this blended-learning environment will increase throughput in
tertiary education across the globe as the present COVID-19
pandemic necessitated the adoption of one form of online or
the other. This research provides machine learning models
with optimal performance in predicting student success in
undergraduate as a form detective tool in assisting students
from not dropping out of the blended-learning course and
increasing academic outcomes.

In this paper, Section II discusses the related work on the
prediction of the success of students with the application of
machine learning. Section III highlights the research design,
including data collection and pre-processing, feature selection,
machine learning techniques, and evaluation metrics. Section
IV outlines the results. Section V concludes the paper.

II. RELATED WORK

Student success prediction is a crucial challenge in the
technology-aided settings [5]. Past researches have provided
various factors that influence student success. Some the factors
are the student demographic information such as gender [10],
previous academic performance [11] and interactions with the
learning environment [6]. Therefore, this research investigates
the influencing power of the student’s interaction with the
Learning Management System. Most scholars proposed that978-1-6654-4067-7/21/$31.00 © 2021 IEEE
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the engagement/interaction on LMS has a positive correlation
with student success [6], [12]. [13] studied student perfor-
mance on final examination grade in an undergraduate pro-
gram using Decision Tree, Naïve Bayes, Logistic Regression,
Support Vector Machine, K-Nearest Neighbour, Sequential
Minimal Optimisation and Neural Network. The Logistic Re-
gression performance was the best among the algorithms used
in the study with an accuracy value of 66%. The authors in [14]
predicted student academic performance in the virtual learning
environment for four categories. Artificial Neural Network
outperformed Logistic Regression and Support Vector Ma-
chine algorithm with a classification accuracy of 84% to 93%.
[15] used the Recurrent Neural Network (RNN) in their in-
depth knowledge and engagement study. The authors achieved
an accuracy value of 88.3% for RNN in their research. [5]
investigated student learning performance from LMS data
using Support Vector Machine, Linear Discriminant Analysis,
Random Forest, K-Nearest Neighbour, and Classification and
Regression Tree (CART). The result showed the performance
of random forest as the best with an accuracy value of 90%.
[5] further suggested the class imbalance problem’s solution
in future work. [16] applied the Logistic Regression predictive
model in their study on variables (degree of engagement,
degree of prestige, degree of visibility, student access amount,
management system by subject, experience, age, and gender)
and got an accuracy value of 87.53%. [12] investigated the aca-
demic success of students based on their learning management
network activities. The predictive models used in the analysis
were Artificial Neural Network, Decision Tree, and Naïve
Bayes with bagging boosting and ensemble techniques. The
highest accuracy value of 82% was obtained from the Decision
Tree classifier.

Understanding data sources in prediction are essential as
it lays the groundwork for future research that has yet to
be pursued. It also cuts down computation times on feature
extraction [17]. Many studies have used qualitative data (sur-
veys), quantitative data (student behavioral data from online
learning activities), and others used combinations of both data
types in the prediction of student performance [4]. [6] in
their research used publicly available data from the Open
University of the United Kingdom to investigate the student’s
performance. Four online courses from the Moodle LMS log-
file data of the undergraduate students at Tel Aviv University,
Israel, were utilized by [18] used.

Captured images from videos were developed and used for
engagement recognition in relation to student performance
by [19]. [20] investigated the connection between student
engagement and academic success in a technology-mediated
platform using the LMS data from a North American uni-
versity undergraduate science course. [21] explored interview
questions for student engagement challenges in e-learning
platforms at different Saudi universities and their relationship
with student performance. [16] applied Moodle LMS data
from graduate courses in public management course at the
university in Brazil from 2014 to 2015. [6] used four variables
to analyze student performance in online learning: initial eval-

uation results, the highest level of education, final test score,
and clicks on the learning site. Academic achievement was
strongly correlated with student clicks on nine online learning
sites, final grades, and evaluation performance. Students click
on forumng and oucontent were also found to be influential in
predicting student performance. Student participation and final
exam grade were positively impacted by forum conversation
and access to course content. [20] examined the connection
between student engagement and performance in a technology-
mediated setting using nine engagement metrics and a cluster
analysis derived through students’ activity records. According
to their findings, student characteristics such as frequency of
logins, material read, and the number of forum read affected
quiz results, resulting in a high final course score. Because of
the positive association between participation and results, [20]
suggested that student engagement may be a determinant of
academic success.

III. METHODOLOGY

In this study, we seek to predict the success using the student
behavioral patterns/activities on learning management. Six
machine learning predictive models will be trained with K-fold
cross-validation after feature selection using the top five and
ten features after applying the information gain filter on the
dataset obtained from LMS. The confusion matrix, accuracy,
precision, recall, and f1-score will be used to evaluate the
models’ performance in this study to ascertain the model with
the optimum performance.

A. Data Acquisition and Pre-processing

Students dataset containing the demographic, behavioral,
and academic records were obtained from Kalboard 360 LMS.
The data has 480 records of 305 male and 175 female students
in an institution [12]. The data consists of 16 numerical and
categorical attributes of students gathered over two semesters(
first and second). The target variables are low, medium, and
high represented below:

Grade =


0− 69, Low
70− 89, Medium
90− 100, High

The dataset’s class distribution is 127, 211, and 142 for low,
medium, and high classes. To fix the class imbalanced dis-
tribution challenge, we will be employing Synthetic Minority
Oversampling Technique (SMOTE) to avoid dominance from
the majority class and improve the models’ performance. The
SMOTE works by generating new instances from the minority
group prior to training the model [22].

B. Attribute Selection

To predict student success in a blended-learning environ-
ment, we explored the Information Gain evaluation filter
to determine the most contributing attribute. For attribute
selection, entropy is used to measure the value of attributes
in descending order. We will be selecting the attributes with
high entropy for dimensionality reduction and improvement in



model performance [23]. Information gain value is represented
mathematically as 0≤e≤1. This means that the value spans
from 0 to 1.

C. Classification Models

In this study, two linear ( Linear Discriminant Analysis
and Logistic Regression) and four non-linear (Classification
and Regression Tree, K-Nearest Neighbor, Naïve Bayes and
Support Vector Machines ) supervised machine learning mod-
els will be trained to predict the success of the student in a
blended-learning setting.

a) Linear Discriminant Analysis: The Linear Discrim-
inant Analysis (LDA) is a predictive model used to model
the differences in classes. The discrimination is done by
comparing the means of attributes. LDA is used for dimen-
sionality reduction and the minimization of the possibility of
misclassifying cases. The structure of LDA used in this paper
is from [24].

b) Logistic Regression: The Logistic Regression (LR) is
used for predictive exploration. LR is also used to forecast
categorical dependent attributes, mostly with the support of
predictor attributes. The LR is focused on the estimate of the
greatest probability, and the estimate must be most likely. The
architecture of the LR used in this study follows [25].

c) Classification and Regression Tree: The Classification
and Regression Trees (CART) build a framework from the
training set. The division points are selected rapaciously by
comparing each attribute and the significance of each attribute
in the training set to reduce the loss function [24]. The
application of the CART model in this paper is from [24].

d) K-Nearest Neighbor: The K-Nearest Neighbor (KNN)
identifies the centroid sample in the training dataset for new
samples. The overall average sample is considered here as
forecast from the centroid closest neighbor [5]. The distance
measure used is the Euclidean distance. KNN is a simple
model but very useful in prediction.

e) The Naïve Bayes Classifier: The Naïve Bayes Classi-
fier (NBC) is the most proactive and logical learning algorithm
for most classification problems. NBC is based on Bayes’
theory of strong assumptions of independence within attributes
using a Bayesian framework [1], [6], [24]. The execution of
NBC in this study is gotten from [24]

f) Support Vector Machines: The Support Vector Ma-
chines(SVM) is an efficient, strong, and reliable predictive
model that is identified by a separating hyperplane. SVM
generates a decision boundary that is used for prediction.
SVM works by determining the closest data dimensions called
support vectors to the inference segregation in the training
dataset and separates the current test variable through the use
of the functional margin [26]. The implementation of the SVM
used in this paper comes from [26]

D. Performance Metric

The efficiency of the six classification models used in this
study will be assessed through performance metrics such as
the confusion matrix, accuracy, recall, precision, and F1 score

Table I: Information Gain and Attributes Categorisation for
the Set of Attributes in the Prediction of Student Success

Rank Entropy Attribute Attribute Categorisation
1 0.46 Visited Resources

Behavioural
2 0.4 Student Absence Days
3 0.37 Raised Hands
4 0.26 Announcement View
5 0.15 Parent Answering Survey
6 0.13 Nationality

Demographic7 0.13 Relation
8 0.12 Place of Birth
9 0.11 Discussion Behavioural10 0.10 Parent School Satisfaction
11 0.07 Topic Academic
12 0.05 Gender Demographic
13 0.04 Grade Id

Academic14 0.01 Semester
15 0.01 Stage Id
16 0.00 Section Id

after K-fold cross-validation, where k=10. These performance
metrics have been widely used in previous research.

• Confusion Matrix: The value of the information pro-
vided by a predictive model about expected and actual
class labels is held in the confusion matrix. Our models
are evaluated using the information in the matrix.

• Accuracy: The accuracy score is a common metric for
evaluating classification models. It’s calculated as the
number of precise predictions dependent on the total
number of predictions.

• Recall: The number of accurate positive predictions and
the ratio of the total number of positives are referred to
as recall. This is also known as the true positive rate.

• Precision: The number of accurate positive predictions as
a percentage of the total number of positive predictions
is known as precision.

• F1 score: The F1 score represents the average of recall
and precision. It serves as a red flag of incorrectly
classified performance.

IV. RESULTS AND ANALYSIS

The results of the experiments performed with the six
predictive models are presented here. After applying the infor-
mation gain attribute evaluation in Table I, ten attributes were
the most contributing attributes in predicting student success.
The top five attributes are categorized under student behavioral
attributes with the LMS, as shown in Table I. The two separate
experiments were performed using the top 5 and 10 attributes
for attribute selection to reduce the dimension and improve
models’ performances. K-fold (5 and 10) cross-validations
were utilized for training the models after re-sampling the data
with the SMOTE technique in this study.

The Information Gain results show the order of the impor-
tance of the features in the prediction of student success in
descending order. Figure 1 also gives the graphical represen-
tation of the features in order of entropy value.
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Figure 1: A Chart representation of the Information Gain for
Set of Attributes to Predict Student Success

A. Prediction Models

This segment of the paper presents the results obtained
from six models used in this study. The confusion matrices in
Tables II, III, IV, V, VI and VII highlight the performances of
the predictive models. The confusion matrices are determined
from the testing dataset with the SMOTE-balanced dataset
after the 10-fold cross-validation. We obtained the best model
performances from the balanced dataset in contrast to the
imbalanced dataset performance. Table VIII and Table IX also
compared the performances of the application of the 10 and 5
fold cross-validation on the balanced and imbalanced dataset.
The performance of the 10-fold cross-validation outweighs that
of 5-fold in the balanced dataset, while 10 and 5 fold cross-
validate make no difference in the models’ performances in the
imbalanced dataset. From Table II, the Linear Discriminant
Analysis obtained an accuracy score of 0.84 after attribute
selection of the top 10 attributes and 10-fold cross-validation.
The percentage of the classification of the classes are 98,
62 and 90 for the low, medium, and high, respectively. The
accuracy score for the Logistic Regression model is 0.86
and Table III shows the performance of Logistic Regression
for low-class as 98%, medium as 67%, and high as 90%.
Table IV represents the Classification and Regression Tree
model’s performance with an accuracy score of 0.86. The
percentage of the low, medium, and high classes is 95, 72, and
88, respectively. The K-Nearest Neighbour accuracy score is
0.81 which was obtained from the confusion matrix in Table V
with the low, medium, and high classes percentage as 92,
56, and 90. The dominant class in this classification is low-
class. The Naïve Bayes Classifier performance as represented
in Table VI gives the accuracy score of 0.82 where the
classes are rightly classified in the percentage of 88, 61,
and 92 for low, medium, and high. The performance of
Support Vector Machines as illustrated in Table VII presents
an accuracy score of 0.72 achieved from the classification of

Predicted

Low Medium High

Low 98% 2% 0%

Medium 19% 62% 19%Actual

High 0% 10% 90%

Table II: Confusion Matrix showing the performance of
Linear Discriminant Analysis Model after 10-fold cross-
validation using the top 10 attributes.

Predicted

Low Medium High

Low 98% 2% 0%

Medium 14% 67% 19%Actual

High 0% 10% 90%

Table III: Confusion Matrix showing the performance of Lo-
gistic Regression Model after 10-fold cross-validation using
the top 10 attributes

90%, 36%, and 84% for low, medium, and high classes. The
best accuracy were achieved from the Logistic Regression
and Classification and Regression Tree with an accuracy
score of 0.86. The poorest performance was obtained from
the Support Vector Machines with an accuracy score of 0.72.
In summary, the performances of the six models used in this
study are represented in Table X where the Classification and
Regression Tree outperformed the five other models with an
accuracy value of 0.86, precision value of 0.86, recall value
of 0.86, F1-score value of 0.86 and Area Under Curve (AUC)
value of 0.97. The other models in order of their performances
are Logistic Regression, Linear Discriminant Analysis, Naïve
Bayes Classifier, K-Nearest Neighbour, and Support Vector
Machines.

V. CONCLUSION

This paper gives a framework for predicting student success
in a blended-learning course to assist vulnerable students
who are prone to fail or withdraw from the program. The
result represented in Table I shows that the behavioral and
demographic attributes are the most contributing predictors
in forecasting student performance. The academic attributes
have no tangible contribution to attribute importance. The

Predicted

Low Medium High

Low 95% 5% 0%

Medium 6% 72% 22%Actual

High 0% 12% 88%

Table IV: Confusion Matrix showing the performance of Clas-
sification and Regression Tree Model after 10-fold cross-
validation using the top 10 attributes.



Predicted

Low Medium High

Low 92% 5% 3%

Medium 28% 56% 16%Actual

High 2% 8% 90%

Table V: Confusion Matrix showing the performance of K-
Nearest Neighbour Model after 10-fold cross-validation using
the top 10 attributes.

Predicted

Low Medium High

Low 88% 12% 0%

Medium 11% 61% 28%Actual

High 0% 8% 92%

Table VI: Confusion Matrix showing the performance of Naïve
Bayes Model after 10-fold cross-validation using the top 10
attributes.

Predicted

Low Medium High

Low 90% 8% 2%

Medium 36% 36% 28%Actual

High 2% 14% 84%

Table VII: Confusion Matrix showing the performance of Sup-
port Vector Machines Model after 10-fold cross-validation
using the top 10 attributes

Predictive Model SMOTE + FS Raw_data +FS
5 Features 10 Features 5 Features 10 Features

LDA 0.82 0.84 0.75 0.74
LR 0.84 0.86 0.74 0.74
CART 0.82 0.86 0.69 0.73
KNN 0.75 0.81 0.58 0.60
NBC 0.82 0.82 0.71 0.67
SVM 0.70 0.72 0.56 0.60

Table VIII: Comparison of the Models’ Performances in terms
of the Accuracy score for balanced (SMOTE) and Imbalanced
(raw) data after 10-Fold Cross-Validation using 5 and 10
Features.

Predictive Model SMOTE + FS Raw_data +FS
5 Features 10 Features 5 Features 10 Features

LDA 0.81 0.83 0.75 0.74
LR 0.83 0.84 0.74 0.74
CART 0.86 0.84 0.69 0.73
KNN 0.74 0.76 0.58 0.60
NBC 0.83 0.82 0.71 0.67
SVM 0.70 0.72 0.56 0.60

Table IX: Comparison of the Models’ Performances in terms
of the Accuracy score for balanced (SMOTE) and Imbalanced
(raw) data after 5-Fold Cross-Validation using 5 and 10
Features.

Model Accuracy Precision Recall F1 score AUC

LDA 0.84 0.84 0.84 0.83 0.94

LR 0.86 0.85 0.86 0.85 0.94

CART 0.86 0.86 0.86 0.86 0.97

KNN 0.81 0.81 0.81 0.80 0.92

NB 0.82 0.81 0.82 0.81 0.92

SVM 0.72 0.70 0.72 0.70 0.90

Table X: The Summary of the Performance Metrics of the Pre-
dictive Models’ Performances after 10-fold Cross-Validation
on the SMOTE balanced dataset and top 10 Attribute Selec-
tion.

Figure 2: Algorithm Comparison Performance by Training Set

imbalanced data resulted in the models’ poor performances in
this study; hence, SMOTE method re-sampling technique for
balancing to equal count. The application of SMOTE method
and the attribute selection using the top 10 features recorded
high-performances in the models’ performances as expressed
in Table VIII. The 5-fold cross-validation results in tab: 5-
fold comparison were not as good as that of 10-fold cross-
validation in Table VIII except for CART and NBC with the
top 5 features. It is also important to note that the 5 or 10 fold
cross-validation results are the same for the imbalanced data
with 5 and 10 top attributes as shown in Table IX and Ta-
ble VIII. In Figure 2, the LR and LDA performances were the
best at the training phase. From Table VIII, the accuracy scores
of CART and LR were the best, with a score of 0.86. The other
accuracy scores are 0.84, 0.82, 0.81, and 0.72 for LDA, NBC,
KNN, and SVM respectively. On critical analysis of the results
illustrated in Table X, the CART performance for classification
of student success band was the best with an accuracy score
of 0.86, precision score of 0.86, recall of 0.86, and an AUC
of 0.97. The other models in order of performances are LR,
LDA, NBC, KNN, and SVM. We observed that the class’s
misclassification rate in medium-class was higher than any
other classes for imbalanced and SMOTE balanced data. The
most rightly predicted class is low, followed by high class.



In summary, the results obtained from this study show that
machine learning techniques are efficient in identifying student
performance on time for possible aid to prevent failure in their
courses. The behavioral and demographic attributes are also
essential in student performance classification. The constraint
of this study is the type of data used. A more robust dataset in
terms of the number of attributes would have given a holistic
view of other essential attributes needed to classify the student
performance. The findings of this study are solely dependent
on the data utilized in the research. In the future study, we
intend to investigate the reasons for the medium class’s low
classification for both imbalanced and balanced datasets. This
study’s machine learning models will also be extended to
data from the university repository and not freely available
dataset online used in this study. This paper’s contribution is
the presentation of the critical behavioral attributes for timely
identification of students who are prone to withdraw from their
courses for assistance by the institutions or administrators in
an expeditious manner. This study concludes by highlighting
that students’ behavioral activities with the LMS are positive
predictors to detect the students’ performance.
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